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ABSTRACT: People's behavior shapes and is shaped by 
how environmental issues are managed. As a result, there 
may be a role for psychologists in various environmental 
issues. This role offers opportunities to increase the influ- 
ence and sophistication of our science. However, it also 
poses risks for both the science and the public. These po- 
tentials and pitfalls are discussed here in the context of 
examples drawn from setting policy for the levels of risk 
associated with environmentally hazardous technologies. 

Psychologists are needed by public policymakers when- 
ever the outcomes of their policies either affect or depend 
on human behavior (Noll, 1985; Stokols & Altman, 1987). 
For example, in the context of environmental policy, psy- 
chological expertise is needed to (a) determine what peo- 
ple value in outdoors experiences (e.g., as an aid to de- 
signing parks or evaluating wilderness areas, Daniel & 
Vining, 1983); (b) assess the stressfulness of living near 
hazardous waste facilities, as an input to measuring their 
environmental impact (Baum & Singer, 1981); and (c) 
see how noise affects school performance, as a guide to 
siting freeways or retrofitting sound buffers (Cohen, Evans, 
Krantz, & Stokols, 1980). 

By contrast, psychologists often seem needed by 
policymakers primarily when some of the public's be- 
havior threatens their policies. For example, psychologists 
were asked (or allowed) to study home energy conserva- 
tion when a "wasteful" public appeared to be an obstacle 
to national energy independence (Aronson & O'Leary, 
1983; McClelland & Cook, 1980). They were encouraged 
to study seat belt usage when nonusage increased pressure 
for mandatory airbags or unpopular seat belt laws (Geller, 
Paterson, & Talbott, 1982; Robertson, 1983). Economists 
functioning as psychologists have been paid to ask lay- 
people what they would pay for environmental improve- 
ments in situations in which industries felt they had to 
pay too much to achieve those changes (Smith & Des- 
vousges, 1986). 

On the positive side, any invitation to psychologists 
reflects a sensitivity to human wants and needs. It offers 
us, as psychologists, an opportunity to "show our stuff," 
increasing policymakers' understanding of what psy- 
chologists can do. The evidence that we produce ought 
to be better than the undisciplined speculations that would 
come in its stead. The funding to create that evidence 
should enhance the scientific base and public prestige of 
our profession, attracting better students (and funding) 
to it. 
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On the other hand, the terms of these invitations to 
study the public may be bad for both the public and the 
scientist. The invitation can harm the public whenever 
the presenting symptoms (described by policymakers) cast 
the public in a troublesome (or troublemaker's) role. In- 
deed, simply by accepting such descriptions, psychologists 
help undermine the public's political credibility. If they 
use their expertise to remedy such untoward behavior, 
then psychologists may shift the political balance against 
the public's best interest. Even by claiming to explain the 
public's behavior, psychologists can contribute to a sort 
of disenfranchisement--by reducing the perceived need 
to let the public speak for itself. 

The terms of these invitations can be bad for science 
whenever they mislead us regarding the nature of the 
"problem." We may then be slow to understand what is 
actually happening, either in the field or in our own data. 
That means wasting our time and society's resources as 
well as missing the opportunity to be stretched by the 
confrontation with a reality outside our labs. 

It would, of course, be naive to expect psychologists 
to be invited to set public policy regarding the environ- 
ment or any other significant issue. Policy-making in- 
volves the allocation of resources, a fight that is jealously 
guarded by elected and appointed officials (i.e., politicians 
and bureaucrats). In one way or another, they justify their 
actions by claiming to know what the public wants and 
needs. If they invite us, it is not to share their power, but 
to fortify it, by fine-tuning programs, anticipating and 
overcoming resistance, or guiding and legitimizing initi- 
atives. 

To some extent, these will be acceptable roles for 
psychologists. We did, after all, choose a profession rather 
than the explicit political life. On the other hand, when 
taking part in public policy issues, we often have greater 
aspirations than merely being hand servants of good gov- 
ernment and efficient markets. We are attracted to issues 
because we care about their outcomes. We also know that 
those individuals closest to the locus of decision making 
have the greatest opportunity to influence its outcome. 
Scientists who get close can exert influence directly by 
what they say to policymakers and the press. They may 
do so indirectly by how they design policy-relevant studies. 
For example, Executive Order 12291 requires all signif- 
icant federal actions to be justified in terms of cost-benefit 
analyses (Bentkover, CoveUo, & Mumpower, 1985). 
However, the technical definitions of cost and benefit used 
in these analyses do not follow logically from some basic 
science, but express political values (Campen, 1986; 
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Fischhoff& Cox, 1985). By their choice of definition, the 
scientists who conduct such studies are, in effect, setting 
policy. Similar political power accompanies defining the 
terms of other quasi-scientific research, such as evaluation 
studies, public opinion polls, or risk analyses (Fischhoff, 
Watson, & Hope, 1984; Turner & Martin, 1985). 

Handling direct political influence responsibly is 
relatively straightforward. We need to recognize that we 
have entered the political arena through a back door, re- 
alize the limits to our expertise and mandate, and ac- 
knowledge when we speak from our hearts rather than 
represent our evidence. When environmental issues seem 
too important to be left to environmental policymakers, 
any path to influence may seem legitimate. However, in- 
tellectual hygiene dictates that we recognize where our 
political agendas abut our research activities--even if we 
keep that insight to ourselves (Fischhoff, Pidgeon, & Fiske, 
1983). 

Handling indirect political influence is more difficult. 
It means examining the political philosophy underlying 
routine professional work. For example, what concept of 
justice guides the construction of stimuli in studies of 
perceived equity (Furby, 1986)? What outcomes do we 
decide to measure when evaluating clinical treatments? 
How do we describe women who have experienced sexual 
assaults and, indeed, the assaults themselves (Hindelang, 
Gottfredson, & Garofalo, 1978)? 

In any life, professional or personal, it is hard, but 
potentially rewarding, to reflect on otherwise unques- 
tioned assumptions. When our assumptions affect other 
people's fortunes, reflection becomes obligatory. Figuring 
out how policymakers might use us to further their own 
agendas can provide particular impetus, and perhaps 
some cues, to explore who we are. For those who desire 
the political life, one obvious path is to go where the 
action is. An alternative is to seek the politics wherever 
one is already, seeing how one's own profession shapes 
and is shaped by the world. 

To these ends, I will describe several episodes in- 
volving psychology and environmental policy, asking how 
well we have been able to create tools to help the public 
define and pursue its own interests, rather than becoming 
tools for manipulating the public to others' ends. I draw 
primarily from my own experiences. Not only is that 
material most readily accessible, but I can be most candid 
about the mistakes that I have made. 
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versity. The views expressed are those of the author and do not represent 
those of the Foundation. 

Correspondence concerning this article should be addressed to 
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Perceived Risk 
A critical question in m~my environmental controversies 
is "How much does the public know?" If the public un- 
derstands environmental risks well, then it may be entitled 
to a more active role in their management. A knowl- 
edgeable public should, for example, be taken more se- 
riously when it objects to the siting of an incinerator, the 
opening of a wetlands to "development," or the denial of 
information about what has been stored at a waste dis- 
posal dump. Not surprisingly, risk management debates 
are rife with claims and counterclaims about the public's 
scientific literacy and competence. These claims then are 
used to buttress proposals for fight-to-know laws, con- 
sumer protection agencies, referendums, products hability 
reforms, warning labels, and the like (National Research 
Council, 1989). 

Figure 1 shows one attempt to supplement anecdotal 
speculation about the public with systematic evidence. It 
contrasts the estimates of a group of educated laypeople 
with available public health statistics regarding the annual 
number of deaths from various causes. It was interpreted 
as showing two kinds of bias. The first is a flattening of 
the best-fit curve, relative to the identity line (representing 
completely accurate judgments). The second is a tendency 
to over- and underestimate certain death rates, relative 
to the fitted curve. This secondary bias was found to be 
predicted well by the relative availability of deaths from 
these causes, as measured in several different ways (Combs 
& Slovic, 1979; Lichtenstein, Slovic, Fischhoff, Layman, 
& Combs, 1978; Tversky & Kahneman, 1973). 

Figure 1 has had a remarkable public life, being cited 
extensively in policymakers' discussions of risk manage- 
ment (e.g., Starr & Whipple, 1980; Upton, 1982). Typi- 
cally, it has been described as proving the public's igno- 
rance (or even "irrationality") regarding risk issues with 
the attendant political ramifications. I have heard it de- 
scribed as proving the public's hopeless confusion about 
risks (e.g., nuclear power) that were not even in the study, 
Not only were these claims unwarranted by these results, 
but they went far beyond what could be shown in any 
single series of studies. 

One response to such apparent distortions is to col- 
lect the missing data. Thus, one subsequent study found 
that similar subjects were quite well informed about the 
annual death rate (to that date) from nuclear power 
(Slovic, Fischhoff, & Lichtenstein, 1979). A second follow- 
up study found that making such numerical judgments 
is sufficiently unusual that whether people seem to over- 
estimate or underestimate these rates depends on meth- 
odological details of how the question is asked (Fischhoff 
& MacGregor, 1983). A third study found that when peo- 
ple think about the "risks" of a technology, they factor 
in other features, such as its potential for catastrophic 
accidents as well as its routine death toll (Slovic, Fischhoff, 
& Lichtenstein, 1980). As a result, Figure 1 shows but a 
part of the lay public's risk perceptions. 

A rather different response is to ask how policy- 
makers reached their misinterpretations. One speculation 

648 May 1990 • American Psychologist 



F i g u r e  1 
Laypersons Direct Estimates of the Frequency of Various Risks 
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Note. The straight line represents accurate estimation. The curved line fits the subjects mean responses and shows a primary bias of overestimation of infrequent 
events and underestimation of frequent events. Deviations from the curved line were quite consistent for different groups of subjects end represent secondary 
biases. These secondary biases are emphasized in the text. Reprinted from "Judged Frequency of Lethal Events" by S. LiGhtenetein, P. Slovic, B. Fischhoff, M. 
Layman, and B. Combs, 1978, Journal of Experimental Psychology: Human Learning and Memory, 4, p. 566. Copyright 1978 by the American Psychological 
Association. Reprinted by permission. 

is that they misunderstand the nature of social science 
data. Social scientists do not seem needed at all until 
things get out of hand (e.g., public protest over nuclear 
power). At that point, we are expected to explain (and 
perhaps alter) the public's views quickly. One study ought 
to produce confident conclusions. Alternative explana- 
tions need not be sought or tested. 

A second speculation is that readers simply saw what 
they wanted to see in our results. The proponents of be- 
leaguered technologies would like to believe that the cen- 
tral issue in the debate is the magnitude of risks, regarding 
which they are (or employ) the ranking experts. They 
would like to believe that risk refers to average-year fa- 
talities, a subject on which they have the firmest data, 
rather than including catastrophic potential, which is hard 
to estimate. They would like to believe that they can deal 
with the public at arms' length and inexpensively, through 
a few social science studies, rather than engaging the pub- 
lic directly. 

Acceptable Risk I 
Some light on these speculations might be seen from the 
responses to a series of studies attempting to sketch a 

richer picture of the public's attitude toward risky tech- 
nologies. Its point of departure was a study by Starr (1969) 
claiming to show, on the basis of historical data, that 
technologies with greater risks also have greater benefits. 
In addition, at any given level of risk, technologies whose 
risks are borne involuntarily have considerably greater 
benefit. Starr argued that our society works so well that 
these historical patterns show the risk-benefit tradeoffs 
that it wants. If so, then policymakers could determine 
the acceptability of a proposed technology by computing 
its expected risks and benefits and seeing whether those 
fit the patterns. 

One obvious question about this upbeat interpre- 
tation is whether people's perceptions of these risks and 
benefits correspond to the values that Starr computed. 
After all, society works on the basis of what it sees, rather 
than what some expert computes.~ We asked some pub- 
licly involved citizens to judge the current risks and ben- 

1 Indeed, the confdence in public risk perceptions implicit in this 
study seems in striking contrast to the lack of confidence usually expressed 
by the technical community. Questions have also been raised about the 
accuracy of  Starr's calculations (Otway & Cohen, 1975). 

May 1990 • American Psychologist 649 



efits of various technologies (Fischhoff, Slovic, Lichten- 
stein, Read, & Combs, 1978). Their responses showed no 
correlation between perceived risks and benefits, indi- 
cating that they did not see societal institutions as sue- 
cessfully producing acceptable tradeoffs. This result fits 
the persistent result of opinion polls, showing the desire 
for greater environmental protection (e.g., Freudenberg 
& Rosa, 1984). 

When risk levels were adjusted to what our subjects 
thought they should be, a willingness to make tradeoffs 
emerged. In addition, more voluntary risks were allowed 
higher risk levels. However, voluntariness was not the only 
qualitative aspect of risk that seemed to justify a double 
standard. For example, more risk was also tolerable with 
technologies that were well understood by science and 
that took their toll one by one, rather than in catastrophic 

incidents. As a basis for social policy, each of these features 
expresses quite a different principle. Voluntariness sounds 
like a civil rights, issue; scientific understanding sounds 
like a question of prudence; how deaths are "packaged" 
sounds like a macabre question of taste. 

These features tend to be highly correlated with one 
another across technologies, so that it is hard to tell which 
drives a correlation with the acceptability of risks (Hohe- 
nemser, Kates, & Slovic, 1983; Slovic et al., 1980). In 
order to show these interrelationships, we published Fig- 
ure 2. It shows a factor analysis of ratings for various 
technologies on nine qualitative features of risk. This fig- 
ure and variants of it (e.g., Slovic et al., 1979, 1980, 1984; 
Vlek & Stallen, 1981) have been cited often. On the other 
hand, the critique of Starr's (1969) revealed preference 
analysis that motivated it has virtually escaped mention. 

I I 

Figure 2 
Location of Risk Items Within the Two-Factor Space 
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That critique produced a relatively complex conclusion 
as well as one that was quite unwelcome to advocates of 
Starr's "whatever is is right" philosophy. By contrast, the 
figure seems to have functioned as a projective test. In 
particular, people favoring nuclear power read it as show- 
ing the unique (and irrational) "psychological" status af- 
forded their favorite energy technology (Freudenburg & 
Rosa, 1984). The fact that the judgments of technical 
experts yield a similar factor structure has done little to 
dilute Figure 2"s contribution to confirming disrespect 
for the public. 

Acceptable Risk I I  

Still hopeful, my colleagues and I accepted a contract 
from the U.S. Nuclear Regulatory Commission (NRC) 
to analyze possible procedures for setting acceptable risk 
levels. The resulting report (Fischhoff, Lichtenstein, 
Slovic, Derby, & Keeney, 1981) was not exactly what the 
NRC had hoped for. It argued, first, that the concept of 
acceptable risk was ill conceived: People accept options, 
not risks. One feature of those options is their level of 
risk. Even if an option is accepted, it might be rejected 
in favor of another option offering less risk at reasonable 
additional cost or more risk along with a sizable cost sav- 
ing. Assuming that people view risk levels in isolation 
leads to seeing them as responding inconsistently, some- 
times accepting and sometimes rejecting the same risks. 
(Thus, the more reasonable they are, the less reasonable 
they seem.) 

Our report went on to argue that no policy-making 
procedure meets all the NRC's criteria. None can ade- 
quately accommodate all the factors that ought to influ- 
ence acceptable-risk decisions. None makes wholly re- 
alistic assumptions regarding human behavior. None is 
"objective," in the sense of offering wholly technical so- 
lutions, devoid of political values. 

Soon afterward, the NRC proposed a policy so in- 
complete, unrealistic, and subjective that we had not 
thought to review it explicitly. It set forth a number ex- 
pressing the acceptable level of risk for nuclear power 
(U.S. Nuclear Regulatory Commission, 1982). That 
number (one in one million) seemed to go down well 
with the industry and represented a first explicit expres- 
sion of a safety philosophy by the NRC (which had pre- 
viously embedded its philosophy in decisions about spe- 
cific technical issues, such as how thick to make pipes). 
Our (attempted) contribution to this effort was an analysis 
of when it made sense to rely on such rigid numbers and 
how they needed to be specified in order to create mean- 
ingful, predictable safety standards (Fischhoff, 1983, 
1984). It had little discernible effect. 

More surprising than having little impact was being 
asked to try. What are psychologists doing analyzing the 
logic and ideology of policy-making methods? In part, 
we were exploiting a relative vacuum. At any time, there 
are many more people implementing methods than wor- 
rying about their fundamentals. We were invited just to 
explain the public's behavior, but saw the opportunity to 
fill a larger role. In part, we were exploiting psychology's 

unique origins. As a discipline, psychology has roots in 
philosophy, biology, and sociology (or its predecessors). 
Each of these pieces is needed to fulfill this role. Perhaps 
it is also easier (or at least more appealing) to probe the 
foundations of other professions. 

Perceived Benefit 
Cost-benefit analysis is the name of the game in evalu- 
ating many environmental decisions. As a result, any 
consequence that cannot be evaluated in monetary terms 
will tend to be ignored. The usual strategy for determining 
the monetary value of consequences is to look for their 
evaluation in some marketplace (Bentkover et al., 1985; 
Smith & Desvousges, 1986). Yet, many significant envi- 
ronmental consequences are not traded anywhere. In or- 
der to gain a hearing for consequences such as degradation 
of landscapes, reduction in visibility, and extinction of 
noncommercial species, resource economists (e.g., Cum- 
mings, Brookshire, & Schulze, 1986; Mitchell & Carson, 
1989) have developed a family of survey techniques called 
contingent valuation methods. They ask people to estimate 
what they would pay, were there a marketplace offering 
that consequence. 

These are very ambitious questions, compared with 
the rating scales typically used by psychologists. If these 
questions can be answered meaningfully, then laypeople's 
enfranchisement has been extended. Their responses 
would be plugged directly into cost-benefit analyses. On 
the other hand, if people cannot answer these complex, 
novel questions, then their own responses will misrep- 
resent their values. Insofar as mean responses in a study 
will be multiplied by the number of people in a county 
or country, small errors in responses can produce large 
errors in evaluating an environmental intervention. 

Several agencies sponsoring such research have in- 
vited psychologists to look over the shoulders of the econ- 
omists performing it. When asked, we expected that many 
aspects of the procedure would not ring true, in terms of 
psychologists' norms (and tastes) regarding how studies 
should be conducted and analyzed. We were not disap- 
pointed (Fischhoff & Furby, 1986; Gregory & Furby, 
1987; Kahneman, 1986). 

We were surprised, however, by the incompleteness 
of the economic analysis. Taking the contingent market 
metaphor seriously means presenting subjects with 
enough detail to clarify what market is intended. However, 
the investigators neither agreed about the nature of those 
details nor realized their own lack of agreement. Features 
that were stressed in one study were unspecified in an- 
other. Features essential to making the task meaningful 
were sometimes noted, other times ignored. Might econ- 
omists lack a clear idea of what a market is? Might psy- 
chologists be the ones to help them? 

In order to review and design contingent market 
studies systematically, we developed a framework for 
specifying markets--or, what we more generally called 
transactions, situations in which people might trade a 
"payment" for a "good" (Fischhoff& Furby, 1988). That 
payment might be money, but also time or effort, so as 
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to avoid reifying mone ta ry  sacrifices. Our  f ramework  
showed that  far more  detail is needed to describe a novel 
marke t  than  is presented in any contingent marke t  studies. 
It may  also be far more  detail than could even be absorbed 
b y  mos t  subjects under  the condit ions o f  mos t  interviews. 
I f  such a task could be understood,  subjects would still 
face the task o f  de termining  their  own response to it. 2 

The  theoretical  challenge at  the m o m e n t  is to un-  
derstand how people decide what  they want  when faced 
by explicit, but  unfami l ia r  alternatives. The  practical  
challenge is to make  these tasks meaningful  so that  people 
do not  misunders tand  the question and their answer to 
it. The  policy challenge is to know which marke t  to spec- 
ify as best represent ing the issues actually being consid- 
ered. These challenges are all a par t  o f  a developing science 
of  subjective evaluation requir ing the skills of  psychology 
and  other  disciplines (e.g., Fischhoff, Slovic, & Lichten- 
stein, 1980; Hechter,  Cooper, & Nadel,  in press; Hogar th ,  
1982; Mitchell & Carson,  1989; Thaler, 1980; Turner  & 
Mart in ,  1985; Tversky & K a h n e m a n ,  1981). 

Conclusion 
The details of these experiences reflect the particular niche 
occupied by the people working in this area. The  work 
might  not  ever have been funded had the envi ronmenta l  
m o v e m e n t  not  been pressuring industry in the public 
name.  The  work  might  have emerged quite differently 
had it not  been pe r fo rmed  largely by investigators living 
on soft money.  Tha t  dependence makes  one m o r e  inter- 
ested in people with p rob lems  severe enough that  they 
might  want  psychologists '  help. It forces one to look for 
ways to address basic research questions in the context  
o f  applied problems.  Nonetheless,  there seem to be some 
general lessons for settings in which psychologists confront  
env i ronmenta l  policy: (a) Expect  to make  slow progress 
in understanding the underpinnings  o f  one 's  own field; 
(b) expect to fulfill nonpsychological roles; (c) expect one's  
empir ical  results to be distorted, bo th  deliberately and 
inadvertently;  (d) expect  " a m a t e u r s "  to t ry  to usurp the 
need for psychological expertise, replacing our  research 
with their self-serving speculations; (e) expect to stick with 
a p rob lem long after any financial suppor t  has been ex- 
hausted; ( f )  expect  conflicts o f  conscience (and charges 
o f  bias) when balancing science and politics; (g) expect 
to be misdirected by the present ing s y m p t o m s  described 
by clients; and (h) expect  the t empta t ion  to overshoot  
one 's  competence .  

2 These details include substantive features, such as just what is the 
consequence (e.g., is visibility measured by haze intensity, visual range, 
plume, or light extinction?), why is it valued (e.g., what is being seen?), 
and what is the source oftbe change. They also include formal features, 
such as how big a change is, when it will begin, how long it will last, and 
how likely it is actually to be received if the transaction is accepted. 
Other details include a precise description of the payment and the social 
context within which the transaction would be conducted (e.g., who else 
is doing it, what precedents are being set, and who guarantees the trans- 
action). Our ability to comprehend everyday transactions must owe much 
to the number of details that can go without saying, allowing us to focus 
on what well-known things are worth to us in terms of well-known 
payments. 

The  final analysis for such involvements  might  in- 
clude three  questions: Is it good for society? Is it good for 
psychology? Is it good for oneself?, Answering each of  
these questions requires an appraisal  o f  what  has hap-  
pened  and  what  matters,  Personally, I a m  not  unhappy  
with the overall results o f  these gambles  or  o f  others taken 
in the same vein (e.g., F i schhof f& Furby, 1983; Furby & 
Fischhoff, in press; Lanir, Fischhoff, & Johnson,  1988). 
However, they were quite different gambles  than  t rying 
to publish in m o r e  conventionally respectable journals.  
And  they might  have tu rned  out  quite differently. 

REFERENCES 

Aronson, E., & O'Leary, M, (1983). The relative effectiveness of models 
and prompts in energy conservation. Journal of Environmental Sys- 
tems, 12, 219-224. 

Bantu, A., & Singer, J. E. (Eds.). (1981). Advances in environmental 
psychology: Vol. 3. Energy in psychological perspective. Hillsdale, NJ: 
Erlbaum. 

Bentkover, J. D., Covello, V. T., & Mumpower, J. (Eds.). (1985). Benefits 
assessment: The state of the art. Dordrecht, The Netherlands: 
Reidel. 

Campen, J. (1986). Benefit, cost andbeyond. Cambridge, MA: Ballinger. 
Cohen, S., Evans, G. W., Krantz, D. S., & Stokols, D. (1980). Physio- 

logical, motivational, and cognitive effects of aircraft noise on children. 
American Psychologist, 35, 231-243. 

Combs, B., & Slovic, P. (1979). Newspaper coverage of causes of death. 
Journalism Quarterly, 56, 837-843, 849. 

Cummings, R. O., Bronkshire, D. S., & Sehulze, W. D. (Eds.). (1986). 
Valuing environmental goods: An assessment of the contingent val- 
uation method. Totowa, NJ: Rowman & Allanheld. 

Daniel, T. C., & Vining, J. (1983). Methodological issues in the assessment 
of landscape quality. In I. Airman & J. E Wohlwill (Eds.), Behavior 
and the natural environment (pp. 39-84). New York: Plenum Press. 

Executive Order 12291. (1978, March 23). Washington, DC: Office of 
the President. 

Fischhoff, B. (1983). Acceptable risk: The case of nuclear power. Journal 
of  Policy Analysis and Management, 2, 559-575. 

Fischhoff, B. (1984). Setting standards: A systematic approach to man- 
aging public health and safety risks. Management Science, 30, 823- 
843. 

Fischhoff, B., & Cox, L. A., Jr. (1985). Conceptual framework for benefit 
assessment. In J. D. Bentkover, V. T. CoveUo, & J. Mumpower (Eds.), 
Benefits assessment: The state of the art (pp. 51-84). Dordrecht, The 
Netherlands: Reidcl. 

Fischhoff, B., & Furby, L. (1983). Psychological dimensions of climatic 
change. In R. S. Chen, E. Boulding, & S. H. Schneider (Eds.), Social 
science research and climate change: An interdisciplinary perspective 
(pp. 180-203). Dordrecht, The Netherlands: Reidel. 

Fiseb_hotf, B., & Furby, L. (1986). A review and critique of Tolley" Randall 
et al. "'Establishing and valuing the effects of improved visibility in 
the Eastern United States" (ERI Technical Report No 86-8). Eugene, 
OR: Eugene Research Institute. 

Fischhoff, B., & Furby, L. (1988). Measuring values: A conceptual 
framework for interpreting transactions with special reference to con- 
tingent valuation of visibility. Journal of Risk and Uncertainty, 1, 
141-178. 

Fischhoff, B., Lichtenstein, S., Siovic, P., Derby, S. L., & Keeney, R. L. 
(1981). Acceptable risk. New York: Cambridge University Press. 

Fischhoff, B., & MacGregor, D. (1983). Judged lethality: How much 
people seem to know depends upon how they are asked. Risk Analysis, 
3, 229-236. 

Fischhoff, B., Pidgeon, N., & Fiske, S. (1983). Social science and the 
politics of the arms race. Journal of Social Issues, 39, 161-180. 

Fischhoff, B., Slovic, P., & Liehenstein, S. (1980). Knowing what you 
want: Measuring labile values. In T. Wallsten (Ed.), Cognitive processes 
in choice and decision behavior (pp. 117-141). Hiilsdale, NJ: Erlbaum. 

Fischhoff, B~, Slovic, E, Lichenstein, S., Read, S., & Combs, B. (1978). 

652 May  1990 • Amer ican  Psychologist 



How safe is safe enough?: A psychometric study of attitudes towards 
technological risks and benefits. Policy Sciences, 8, 127-152. 

Fischhoff, B., Watson, S., & Hope, C. (1984). Defining risk. Policy Sci- 
ences, 17, 123-139. 

Freudenberg~ W. R., & Rosa, E. A. (Eds.). (1984). Public reaction to 
nuclear power: Are there critical masses? Boulder, CO: Westvicw Press. 

Furby, L. (1986). Psychological studies of justice. In R. C. Cohen (Ed.), 
Justice: Views from the social sciences. New York: Plenum Press. 

Furby, L., & Flsehhoff, B. (in press). Rape self-defense strategies: A review 
of their effectiveness. Victimology. 

Geller, E. S., Paterson, L., & Talbott, E. (1982). A behavioral analysis 
of incentive prompts for motivating seat belt use. Journal of Applied 
Behavioral Analysis, 15, 403-415. 

Gregory, R., & Furby, L. (1987). Auctions, experiments and contingent 
valuation. Public Choice, 55, 273-289. 

Hechter, M., Coolper, L., & NadeU, L. (Eds.). (in press). Values. Stanford, 
CA: Stanford University Press. 

Hindelang, M. J., Gottfredson, M. R., & Garofolo, J. (1978). Victims 
of personal crime: An empirical foundation for a theory of personal 
victimization. Cambridge, MA: Ballinger. 

Hogarth, R. (Ed.). (1982). New directions for methodology of social and 
behavioral science: Question framing and response consistency. San 
Francisco: Jossey-Bass. 

Hohenemser, C., Kates, R. W., & Slovic, P. (1983). The nature of tech- 
nolngical hazard. Science, 220, 378-384. 

Kahneman, D. (1986). Comment. In R. O. Cummings, D. S. Brookshirc, 
& W. D. Schultz¢ (Eds.), Valuing environmental goods: An assessment 
of the contingent valuation method. Totowa, NJ: Rowman & Allanheld. 

Lanir, Z., Fischhoff, B., & Johnson, E (1988). Military risk taking and 
the cognitive functions of boldness in war. Journal of Strategic Studies, 
II, 96-114. 

Lichtenstein, S., Slovic, P., Fischhoff, B., Layman, M., & Combs, B. 
(1978). Judged frcgluency of lethal events. Journal of Experimental 
Psychology: Human Learning and Memory, 4, 551-578. 

McCleUand, L,  & Cook, S. W. (1980). Promoting energy conservation 
in waste-metered apartments through financial incentives. Journal of 
Applied Social Psychology, 10, 19-31. 

Mitchell, R. C., & Carson, R. T. (1989). Using surveys to value public 
goods: The contingent valuation method. Washington DC: Resources 
for the Future. 

National Research Council. (1989). Improving risk communication. 
Washington, DC: Author. 

Noil, R. (Ed.). (1985). Regulatory policy and the social sciences. Berkeley, 
CA: University of California Press. 

Otway, H. J., & Cohen, J. J. (1975). Revealed preferences: Comments 
on the Start benefit-risk relationships. Laxenbur~ Austria: Interna- 
tional Institute for Applied Systems Analysis. 

Robertson, L S. (1983). Injuries, causes, control, strategies and public 
policy. Lexington, MA: Lexington. 

Slovic, P., Fisehhoff, B., & Lichtenstein, S. (1979). Rating the risks. 
Environment, 2•(4), 14-20, 36-39. 

Slovic, P., Fischhoff, B., & Lichtenstein, S. (1980). Facts and fears: Un- 
derstanding perceived risk. In R. Schwing & W. A. Albers, Jr. (Eds.), 
Societal risk assessment: How safe is safe enough? (pp. 181-214). 
New York: Plenum Press. 

Slovic, P., Fischhoff, B., & Lichtenstein, S. (1984). Behavioral decision 
theory perspectives on risk and safety. Acta Psychologica, 56, 183- 
203. 

Smith, V. K., & Desvousl~, W. H. (1986). Measuring water quality 
benefits. Boston: Kluwer-Nijhoff. 

Start, C. (1969). Social benefit versus technological risk. Science, 165, 
1232-1238. 

Starr, C., & Whipple, C. (1980). Risks of risk decisions. Science, 208, 
114-119. 

Stokols, D., &Altman, I. (Eds.). (1987). Handbook of environmental 
psychology. New York: Wiley. 

Thaler, R. (1980). Toward a positive theory of consumer choice. Journal 
of Economic Behavior and Organization, 1, 39-60. 

Turner, C., & Martin, E. (Eds.). (1985). Surveying subjective values (2 
vols.). Beverley Hills, CA: Sage. 

Tversky, A., & Kahneman, D. (1973). Availability: A beuristic for judging 
frequency and probability. Cognitive Psychology, 5, 207-232. 

Tversky, A., & Kahneman, D. ( 1981). The framing of decisions and the 
rationality of choice. Science, 221, 453-458. 

Upton, A. (1982). The biological effects of low level ionizing radiation. 
Scientific American, 246(2), 41-47. 

U.S. Nuclear Regulatory Commission. (1982). Safety goals for nuclear 
power: A discussion paper(NUREG-0880). Washington, DC: Author. 

Vlek, C., & Stallen, P. J. (1981). Judging risks and benefits in the small 
and in the large. Organizational Behavior and Human Performance, 
28, 235-271. 

M a y  1990 * A m e r i c a n  Psychologis t  653 


